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Introduction

1.1 Motivation

Cycling is becoming more popular, as people shift to adopt healthier methods of transportation.
Also, the increase in cycling mobility has numerous environmental, social, and health benefits
because it is a low cost and enegfficient mode of transporian. While providing the
opportunity for a healthy lifestyle, cycling poses a solution for congestion traffics, air pollution,
and less injury risk to road use($). However, it requires rpviding a safe infrastructure
environment for cyclists. For instance, cyclists are more likely to experience injuries or even death
in accidents compared to motor vehicle drivy@)s

Unfortunately, the infrastructure in the U.S. traditionally caters to automobile traffic creating
impediments for bikers and impacting their safety. To accommodate cycling, a significant
challenge is the lack of data to assess the attributes of exastsegs accurately and to inform
additional investments to integrate bicycles into our transportation system. Traditionally, access to
high-quality data has limited our understanding of cycling behavior and route choice in the face of
these myriad factorg.oward that end, thiprojectuses citywide bicycle travel data (i.e., Strava
Metro Data) to provide a comprehensive description of cycling activities in-gim@dAmerican

state, as a proadf-concept approach to planning for cycling.

1.2 Literature R eview

1.2.1 Health and cycling
A healthy lifestyle is the most significant benefit of cycling. Physical activities are more likely to
increase by introducing more attractive and friendly infrastructure. Thus, developing more-cycling
friendly environmentsencourages society to implement a healthier lifestyle. Several studies
confirm that cycling and physical activities have various health benefits. Furthermore, people who
adopt cycling activities are less likely to have diabetes or hypertension compargdrwbile
transporterg3, 4, 5, 6, 7, 8)Also, investing in urban cycling infrastructure is eeffective from
the health sector perspective. In addition to the benefits of physical actidéiegased air
pollution, and climate change rates would lower illness related to sedentary behaviors and
pollution (9).

1.2.2 Safety and Cycling Infrastructure Planning
Building a safe lmycle infrastructure is an essential aspect that must be studied through planning
for cycling environments because of its crucial role in encouraging people towards cycling. A route
might be used for recreational, commute purposes, or both. Bike traitsallypaim to



accommodate recreational cycling purposes. At the same timstré&at infrastructure is often
targeted to serve commute purposes. Cycling infrastructures provide a sense of safety for cyclists.
Therefore, the number of cyclists increasedrainsportation planners install the appropriate
infrastructure. Moreover, the increase in cycling activities depends on the safety and the
convenience of the cycling infrastructy® 4, 5, 6, 7, 8, 10, 11, 12, 13, 14, 15, 16, 17, 18)

To understand the importance afety precautions in cycling, many researchers studied the effect

of cycling infrastructure on intersections in the context of cyclist's safety. Several data sources are
used, including GPS data, count data, and crash frequency data to predict cradlifsseot
infrastructure models. Additionally, researchers went further to develop safety performance
functions to predict the safety of bicycle traffics in a specific region. Also, they used network
screening methods to understand the effect of addoyglang infrastructure on road safety and

crash frequency. Furthermore, they studied the severity of bicycle crashes and the factors that
affect it. Moreover, many exploited the ability to build machine learning models to analyze and
predict crashe§l6, 19, 20, 21, 2223, 24, 25, 26, 27However, despite the growth in cycling
safety research, more research is needed in terms of traffic data, street characteristics, and crash
data(28).

Studies bowed that implementing bike lanes infrastructure increased cycling traffics. Also, they
found that outer areas could have a delayed increase in cycling activities because of its remoteness
from the grid(5). Moreover, the sociodemographic analysis showed that cyclists who live near
bike lane infrastructures tend to use their bikes more than ¢a®rOther cydig infrastructures

are shared lane markers (Sharrows) and signed bicycle (8Gte31) Planners install sharrows

to inform drivers that cyclists have the priority on the street by increasing the spacing and lowering
the vehicle spee@0). The use of sharrows has been aoversial, and there are different opinions
concerning the safety hazards of this type of infrastructure. For example, some researchers found
that sharrows decreased cycling injuries on the roads compared to not using cycling infrastructure
(32). On the other hand, other researches argued that shared street between cyclists and motorized
vehicles is causing more injuri€33, 34)

The signed bicycle route is a roadway sign informing the cyclists of the preferred course, which
does not provide separate lane or lane markers. Signed routes are commonly used in the US.
However, tkere are limited studies concerning the effect of the signed routes on cycling. One study
showed a positive correlation between signed routes and people's opinions towards good quality
cycling infrastructure. Another study showed that cyclists preferréderggl roads with signed

routes compared to not having signs a{#l, 30, 31, 35, 36)

1.2.3 Big Data and Cycling
Various governments and organizations are utilizing big data to evaluate their cycling
infrastructure. Big cycling data are usually eclied using live point data, journey data, Bike
Share Programs (BSP), and GPS. For instance, live point data are collected on intersections using
cameras on traffic lights, counting stations, or even sensors. While the journey data provide
information abotithe origin and the destination of the trip, it does not give the details of the trip.
This set of data could be collected from BSP or by other sources like online questionnaires. BSP



data are complete and in rémhe. However, these data sets only gifermation within the area

of its location. Stravés considered a GPS program made available by the social fithess network
company Strava. Strava utilizes the Open Street Map (OSM) to deliver its data. These GPS data
are very detailed and historical bepresent a small sample of the total population of cy¢B3ts

38, 39, 40, 41)

1.2.4 Strava Metro Data
Strava app data contains a vast amount of spatial and temporal details to predict cycling activity
patterns. It providesgood approximation of the messed routes and the peak months and hours.
To protect privacy, the Strava data set is combined into population datasets. While a small portion
of cyclists may use Strava to log their trips, the app might track trips fos userg other
transportation method¢6, 8, 39, 40) Researchers investigated the potential bias in the
crowdsourced data like Strava metro data because it only represents a small sample of cyclists and
proposed ways to correct the unfairness of the @&a43, 44)
On the other hand, several studies showed that there is a strong correlation between the Strava
data, ad the groundruth data obtained from counting statiqbs 45, 46) The usefulness of the
datawas not limited to analyzing and predicting the temporal and spatial behavior of cyclists.
Researchers used the data to evaluate the effect of adding a new cycling infragBudftyelin
the United States, many state planners such as Colorado, Oregon, and New Hampshire started to
use crowdsourced data, including Strava Metro data in urban planning and improvement of cycling
infrastrucure (48, 49)

1.2.5 Other Factors Affecting Cycling
Cycling is affected by several factors such as weather, time of the day, inttastraongestion,
environment, income, public transportation, health, population density, the slope of the street, and
cultural view towards cycling45, 46, 50, 51, 52, 53, 54, 55, 56, 57,.58)primal factor that
affects cycling is the weather. Cycling is the most severely affect mode of transportation when it
comes to weather variatio(s8, 59)

1.3 Project Objectivesand Overall Results

This projectaims to provide a comprehensive analysis of cycling routes in Nebraska. As we
presented in the Literature Review, many factors shape cycling traffics categorized into temporal
and spaal factors. Throughout tharoject we provide correlation studies between Strava and bike
counter data to understand the representability of Strava cycling data in context withtgutun
counter dataThe results showed a strong relationship betwdrev& and bike counteendthe
correlation studynelp us to ensure that Strava cycling patterns follow the patterns of the cyclist
population.

Subsequently, we investigate the effect of temporal factors on cycling patterns in Nebraska.
Temporalfactors include weather, day of the weakdthe difference between weekdays and



weekends in terms of commute and recreational cychogr tohour analysis, and peak hours

The peak hours, and hour to hoamalysis showed thahe peakof commutingcycling hoursis

highly concentrated before and after working hours on weekdays, but on weekends, recreational
cycling increases in the middle of the day.

Moreover, we model the relationship between weather conditions and monthly cycling trips in
Nebraska.The analysis in this regard showed that cycling is profoundly affected by weather
conditions and the outside temperature. As a result, cycling tends to increase in warmer weather
and significantly decreases in cold weather.

Consequently, we coiter specific locations in Omaha and Lincoln for spatial analysis. We
choose the sites based on the infrastructure dynamics between 2017 and 2019. We study the effect
of adding or removing bike lanes, bike signage, and sharrows. Moreover, we providéysis ana

of cycling traffics across trails in Nebraska. The primary outcomes of this work are providing a
generalized summary of cycling routes in Nebraska and proposing solutions to improve cycling
infrastructure conditions and paving the path for futurekwéccording to this study, cyclists are
responding positively to the existing and added cycling infrastructure, and their activities tend to
increase in designated cycling infrastructure like bike lanes, signed,rautkesails.



Discussion

2.1 Data Collection

Understanding cycling behaviors requires the utilization of many data sources. Crowdsourced data
is hardly enough to perform an adequate cycling analysis. However, using other data combined
with Strava data providesmowerful combination of datasets. To build a more robust database,
we acquired data from several different sources. Other data sources include OpenStreetMap
(OSM), Nebraska Department of Transportation (NDOT), Census data, and Metropolitan Area
Planning Agncy (MAPA). Also, we added more information provided by the City of Lincoln,
City of Omaha, and the cycling community in Nebraska. Figgieows a brief description of data

flow management and the utilization of different sources and software tools.

Data Sources

Cycling
Counts in
Nebraska
Street
osMm Characteristics | >
/ e

SQL

MAPA and Cycling

City of
Lincoln

Counters and
Infrastructure

Update Data Analysis

and

Spatial

Visualization Integration
Locations of
High Interest * *

Figure 1: Flow chart of the data collection and preparation process.

2.1.1Strava Metro Data
Strava is a company that provides a fitness application for cyclists. The application is the most
known among fitness applications designated for cyclists. As msesk cycling applications, the
Strava app offers its customers the ability to record their journey data, including stats about their
performance and the distance and speed traveled. Also, it challenges its customers by showing a
ladder of the highest penfmance people using the app in the same area.
Strava app provides raw app data for research groups and government planners. In addition to state
departments of transportation, many researchers used the Strava Metro data for cycling urban
planning. Stravapp categorizes its data into three classes, edges, nodes, andiestgiation
pairs (OD). Edges are street segments between nodes (intersections), Strava provides the amount



of cycling traffic across each edge. Similarly, it provides the nodes dai@) ¥8 cycling traffics

across intersections. The OD is provided as spatial polygons, which represent the most used areas
for starting or finishing a cycling trip. Moreover, all the classes mentioned earlier are categorized
into hourly, monthly, and yearldata.

For privacy protection reasons, the Strava data set is combined into population datasets, which
means it provides the data by edge, node, or edgstination ID. Furthermore, it hides a portion

of the information if a specific edge had low cyditraffic (less than three cyclists) within the

used timeframe. This rule creates a problem for researchers studying the data. For example, some
trips appear in the yearly data, but due to low traffics, these trips might not appear in the hourly or
monthly data.

Every edge, node, or OD comes with an ID that can be joined with shapefiles to provide the ability
to create maps using OSM with numerous spatial information utilized for a better understanding
of cycling patterns and behaviors.

2.1.2 Open StreetMaps (OSM)
OSM is an opersource built by a community of mappers that maintains spatial data about roads,
land use, and places all over the wod, 61) In this project, we use OSM to create maps
demonstrating cycling data. Moreover, we extract information about the roads mapped. For
example, the road class is classified as major, minor, service, or suitable for watkioyrkmg.
Also, OSM provides the ability to extract street characteristics and land use data.

2.1.3 Nebraska Department of Transportation (NDOT)
Nebraska Department of Transportation funded this project to have a better understanding of the
cycling pattens in Nebraska. Moreover, the NDOT guided us in this project by providing us with
valuable information regarding the areas with high interest.

2.1.4 Metropolitan Area Planning Agency (MAPA) and The City of Omaha
The Omah&Council Bluffs Metropolitan Are®lanning Agency (MAPA) is a regional council of
Governmentq62). MAPA and the City of Omaha provided data about cycling infrastructure
treatment. The usefulness of MAPA datanes when studying the effect of adding or removing a
cycling infrastructure on the Strava cycling tripsséttion6, we provide an wiepth explanation
of this data and its usefulness. Also, MAPA provided us with bike counter data for four different
locations in Omaha. This data helps us to study the association between Strava data and bike
counter data.

2.1.5 City of Lincoln
The city of Lincoln provided us with bike counter data. It contains weekly count data for trails in
Lincoln. We use the bikeounter data for correlation study in Lincoln, which is useful to confirm
that Strava cycling patterns are matching the cycling population patterns.



2.1.6 Census Data
Census data provides demographics information about states, counties, or even zip tides.
project, we are interested in population, income, education level, and unemployment rates in
certain areas. We utilize this data in building machine learning models to analyze spatial, temporal,
and demographics effects on cycling.

2.2 Data Preparation

The data preparation task requires the utilization of several software programs. Pos{@&SQL
QGIS (64), and R(65) are standard tools in Data Science, Machine Learning, and Geographic
Information System (GIS) Analysis. In Figure 1, we show a brief explanation of our process for
efficient extraction and analyzing data from different sources.

2.21 SQL
SQL is a standard programming language for creating and manipulating databases. We use
PostgreSQL to update Strava data into our database, which makes it easier to deal with big data.
Strava data comes in hundreds of tables. Using PostgreSQL, we reduced the number of tables used
to almost 30 tables, including three years of Strava data and other sources. Moreover, other
software tools like R and QGIS provide the ability to access theatatai SQL, making it a more
convenient environment to process data efficiently. Furthermore, SQL stores big data without
affecting the processor speed, unlike using R, putting so much load on the computer memory.

2.22 QGIS
QGIS is a potent tool for spatianalysis and mapping. Also, it is handy for combining spatial data.
Mainly, when the spatial data was collected from different resources, making it impossible to use
SQL to connect the information correctly. QGIS has many free to use plugins, indigbnthms
to solve complex spatial problems.

2.2.3R
R is a free software environment for statistical computing and graphics. R is used for statistical
analysis and generating professional plots. Moreover, R has many libraries that support building
many machine learning models. In this project, we use R for data handling and management,
machine learning tasks, and visualization.

2.3Correlation Analysis

Using crowdsourced GPS data provided by cycling applications like Strava for cycling
infrastructure fanning has always concerned researchers. Because of the bias introduced in the



data, the data does not include all the cyclist's populations. However, the advantages of using
Strava Metro data beats its disadvantages, as proven in the upcoming sections.

In this section we are displaying the correlation between Strava data and bike counter data
installed in eight different sites in Lincoln and Omaha, which are the biggest cities in Nebraska.
Figure2 represents an overview of the correlation study procedure.

Whentwo sés of dataare strongly linked together, they have a heghrelation. Correlatiors
positive when the values of two data sets increase together, ianaegative when one value
decreases as the other increases. Thus, when studying correlation, aatbtslaire considered
linearly dependent. To measure the relationship, we use the correlation coefficient ranging
between-1 and 1. When the correlation coefficient equals 1, it means both variables increase
together, and we can conclude that both varsahte perfectly associatégb).

[ 1 Map
QGIS >\ (Spatial Visualization)

Exact Locations
Identified

Strava Weekly
Cycling
Activity Count

Bike Counters

and Omaha

Cycling
Database

Correlation
Study for
each Location

Is there a
correlation?

No Corrlation

Strong Negative Corrlation Strong Positive Corrlation

Figure2: Flow chart of the correlation study between bike counters data and Strava data.



Similarly, when the correlation coefficient equdlsit means thizone variable increases the other
one decreases. Thus, we can conclude that both variables are perfectly inversely associated.

However, when the correlation coefficient equals zero, it means there is no correlation between
the variableg66). The figure below shows a visual illustration of correlation relationships
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Figure3: Visual illustration of correlation strength.

For the most part, correlation assumptions should be considered before studying the relationship
between two variables. Altogether, both variables should be continuous and normally distributed.

Furthermore, for a complete correlation study, we investipaténearity between both variables.

2.3.1Correlation Study Procedure
The most used correlation technique is Pearson's correlation. However, the method requires both
variables to satisfy several assumptions such as continuity, linearity, homoscegdastitérs,
and normal distribution. If the data does not satisfy one of these assumptions, statisticians

recommend using Spearman's rank correlation or Kendall's(6&uIn this project, w& use
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where x and y are the ranks of the first and second variables respe@iagiglJ are the mean

of each variable observations.
In most cases, normality can be checked visually using the quaunéldile plot (QQ plot) of
each variable independent from the other. If the data falls in a straight diagonal line, we consider

the data normally distributed. However, a statisticallyahriapproach is to use the Shapiro Wilk

test(67).
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To perform the correlation between Strava data and counter data extracted from counting stations,
we use the data provided by MARInd the City of Lincoln in eight different sites. Strava data is
linked with the exact edges that pass through the counting stations. Figure 4 shows a map view of
the edges with counting stations we use to perform the correlation.
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41.200

A ¢ Bike Counter
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1:74359
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I
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® »
Billy Wolff Trail Mopac Trail

40800 Lincoln

Rock Island Trail

40,770 . .
Helen Boosalis Trail

¢ Bike Counter Lincoln

== Strava Edge
1:51181

Figure4: Bike Counter locations with Strava edges used in the correlation study. a) Omaha b)
Lincoln
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Because the Strava app builds the data on an hourly, monthly, and yearly basis, we aggregate the
hourly data from Strava to a weekly basis to fit theklyeeounter data from Lincoln. Afterward,

we combine Strava and counter data in a separate dataset for each location.

We start with the Shapiy@/ilk test to check the normality of the data. The Shayiitk test Null
hypothesis states that the data ismalty distributed. Otherwise, the alternative hypothesis states
that the data is not normally distributég¥). After performing the test, we found that Strava data

was not normalTherefore, we use the Spearman method to study the correlation. Moreover, this
method does not assume linearity, which gives more flexibility in conducting the correlation.
Finally, we summarize the results of the correlation in figures and tablesfollthngng sections.
Moreover, we provide additional information, such as linear regression between Strava and
counter data. Also, we show the percentage ratio between the number of trips from Strava and
counting stations to support the correlation analyRisevaluate the fitness of regression, we use

the adjusted R2 parameter, which measures how close is the fitted data to the actual data. R2 in
regression ranges between 0 and 1, if the R2 equals 1, then the fitted model perfectly fits the actual
data(66).

2.3.20maha Correlation Study
We acquired the installed bike counter data for trails distributed in Omaha from MAPA. We
located the nearest Strava edge to the counter using QGIS. Afteinvileg datasets, we perform
the correlation procedure, as mentioned in the previous section. The four streets included in the
bike counters data are:
1 Keystone Trall

1 Big Papio Trail
1 Bob Kerry Bridge
1 Field Club Trail

We study each site separately and provide the results in Bgunc: Table 1.
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Figure5: The relationship between Strava data and bike counter data in four different locations
in Omaha. A) Keystone Trial, b) Big Papio Trail, c) Bob Kerry Bridge, d) Field Club Trail.

Table 1: Summary of CountérStrava Correlation for several locations im@ha.
Counter Location Spearman Coefficien Ratio % Adjusted R

Keystone Trail  0.93 14.9 0.85
Big Papio Trail  0.87 9.6 0.80
Bob Kerry Bridge 0.87 9.1 0.73
Field Club 0.88 9.5 0.70

Figure 5 shows the linear relationship between Strava and ground counters installed in four
different sites in Omaha, which provides a visual demonstration of the relationship between both
variables. Also, it shows that Strava counts increase with bike countams.cén addition to
Figure5, Table 4.1 shows a strong linear relationship between Strava and ground counter data
from the city of Omaha. For instance, the measured correlation coefficient for all sites indicates a
strong relationship between both varglbecause it is higher than 0.7. Moreover, the linear
regression's R2 shows satisfactory results implying a highly positive correlation between Strava
and counter data. Therefore, the correlation study proves that an increase in Strava cyclist activities
is a projection of an increase in cycling activities of all cyclists. By using Strava data, we can
understand and predict cycling activities in Omaha.
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2.3.3Lincoln Correlation Study

We acquire the counter data from the City of Lincoln. Like Omaha, leafthe same procedure
of extracting and connecting the counter data to match the Strava data. The correlation study of
Lincoln sites includes the following:

T Billy Wolf Trail

1 Rock Island Trail

1 Boosalis Trail

1 Mopac Trall

== Data =+ Regression Line

4k

Billy Wolf Trial Counter
Rock Island Trial Counter

0 200 400 600 800

Booslis Street Counter
Mopac Trail Counter

0 100 200 300 0 50 100 150 200  25C
Strava Count Strava Count

Figure6: The relationship between Strava data and bike counter data in four different locations
in Lincoln. a) Billy Wolf Trial, b) Rock Island Trail, c) Boosalis Street, d) Mopac Trail.

Table2: Summary of CounterStrava Correlation for several locations iimd¢oln.

Counter Location Spearman Coefficient Ratio % Adjusted R
Billy Wolf Trail 0.85 18.4 0.70
Rock Island Tralil 0.81 22.7 0.66
Boosalis Street 0.80 15.5 0.64
Mopac Trail Club 0.80 9.2 0.68

From Figure6, there is a linear correlation between Strava count and Lincoln city counts.
Spearman's correlation coefficient ranges between 0.80 and 0.85 for these locations. However, we
notice a higher percentage ratio of Strava trips in Lincoln compared to Omahest&ice, Figure
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7 shows a comparison between two locations that have almost the same cycling counts provided
by bike counters.
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Figure7: Comparison between a) Bob Kerry Bridge Strava cournf®bk Island Trail Strava
counts.

Strava counts are higher in Rock Island Trail, which shows that Strava users form a higher
percentage of the cycling community in Lincoln compared to Omaha. However, Omaha
correlation studies show a stronger linear refefop between Strava and counter data. For
example, we notice that the curve flattens with higher Strava counts at Rock Island Trail. This
deviation from the linear regression line suggests that Strava users in Lincoln might form a higher
portion of the cgling community with a higher number of activities. Fig8shows the percentage

ratio of Strava activities in Bob Kerry Bridge and Rock Island Trail.
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Figure8: Percentage of Strava activities in a) Bob Kerry Bridge, b) Rock Island Trail.

Figure8 shows that Strava activities form a consistent ratio of overall cycling activities in Omaha.
Also, it indicates that the Strava sample in Omaha is smaller than the Lincoln sample. However, a
smaller sample does not mean less representability ahgyghtterns. Thisconsistency of the
sample ratio provides a robust linear model in Omaha with a higher correlation coefficient. On the
other hand, we are not stating that the correlation study indicates the ineligibility of Strava data in
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Lincoln. The correlation results in Lincoln show a high association between both variables.
However, using Strava data in Lincoln should be implemented with extreme carefulness.
Consequently, the correlation results show that Strava data is a potend &taby cycling
patterns. Also, it indicates that Strava data counts tend to increase when bike counter counts
increase.

2.3.4Summary of Findings
After conducting the correlation study, we found that all the bike counter data that are available in
Omaha ad Lincoln correlates with its counterpart in Strava data. Altogether, the correlation
coefficient is above 0.7 in all studied sites. Moreover, Strava cycling data are following the same
patterns of the overall cycling activities. Hence, we conclude thavé&data is a representable
sample of the cycling population.
The correlation results in thsectionboost our confidence to use Strava data for cycling temporal
and spatial patterns analysis. Crowdsourced GPS data like Strava offers an enormousfamount
detailed spatial and temporal data, which is -effgctive andtime efficient Unlike relying on
counter data, it only serves specific locations. Nevertheless, adding more counter data is essential
for calibrating Strava data. For example, having nioke counters distributed around the State
of Nebraska, the correlation study would be more useful for conducting a rmepthn spatial
and temporal analysis.

Bike
Counter
Data

is the correlation
coefficient > 0.7

Strava can be used as
Yes—» Strong an acceptable sample
Correlation representing cycling
patterns

Correlation ‘—»

Strava
Count
Data

Figure9: Correlation Study summary

2.4Temporal Analysisof Cycling Data

There is a great interest in improving the cycling infrastructure in Nebraska by analyzing cycling
data. Toward this goal, we acquired the Strava Metro data that covers the state of Nebraska from
January 2017 to December 2019. The Strava app providesitafaur categories edges, nodes,
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origin-destination polygons, and shapefiles that contain OSM spatial attributes to create maps
using GIS software. Edges are street segments between nodes. In other words, a set of edges form
a street. Nodes are the irdections between edges, and ord@stination polygons divide a space

into smaller areas. Every category of Strava data is divided into yearly, monthly, and hourly data.
The goal of thisectionis to understand cycling behaviors in context with ti@lated factors. We

use Strava hourly data to understand the effect of working hours and day of the week on the hourly
cycling activities. Also, we use monthly data to study the weather effect bngcyc

Figure 10 shows a flow chart of the temporal analysis procedure. We use Strava hourly data to
visualize the cycling patterns in Nebraska for each hour. Also, we use it to provide a study of the
cycling activities on weekdays and weekends in termseofeational and commute cycling.
Furthermore, we use Strava monthly data for cycling seasonality analysis and to extract months
with the highest activities. Finally, we use the monthly data to understand the weather effect on
cycling by identifying the wather parameter that has the most effect on cycling.

Cycling Temporal Analysis Using Strava

Weekday and
Weeknd Hourly
Cycling
Patterns

Strava
Cycling
Database

»{ Hourly Data

Weekday and
Weeknd
Cycling Peak
Hours Analysis

Weekday and
Weeknd Hourly
Weather Data Cycling Data
Patterns Visualizations
inR
-
Weather Extracting Outside .
. Statistical
Cycling | Temperatureand | —  p s
> . Modeling in R
Analysis Cycling Counts

Extracting Other Weather
Parameters Affecting
Cycling Counts

Figurel0: Flow chart of the cycling temporal analysis procedure.



17

2.41 Hourly Data
The hourly data contains total and commute cycling activities for every hour throughout the year.
Additionally, for each trip, cycling purposes are divided into commuting and recreational
activities. The Strava application distinguishes the commuting activities from the recreational
activities using the start and the end places. Strava categorizes a commutintéyripiff starts
in a place and ends in another place. The difference between the total activity count and the
commutingtrip count is the recreational cycling activity count.
The following figure shows Strava total cycling activities in 2017, 2018, anel 20é& aggregated
the overall activity for each hour to extract peak hours of the day. The hourly data records contain
every edge that had at least three cyclists per hour.

Commute Activities == Total Activities
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Figurell: Total and commute hourly cycling activities in Nebraska for threesyear

We calculate the number of trips in Figdrebased on edges. Because Strava wants to protect the
privacy of their users, it provides the number of trips per edge. In other words, the number of trips
in the figure is the number of edges crossed, ardpdling trip can create from tens to thousands

of trips in the data.

Figure11 confirms that there are two cycling peaks in the morning and evening. In the morning,
peak hours range between (8 art0 am). Similarly, we show that evening cycling housséeh

more cycling activities that range between (5 pm pm). Because of the time flexibility after

work, evening peak hours have more cycling activities. Hence, it shows that people have more
time to practice their cycling activities after work hours caneg to the time they have in the
morning. Additionally, the figure indicates that commute peak hours are consistent with total
cycling activity peak hours, which provides further evidence of the representability of the data.
Traffic analyses focus on pe@bkurs because it represents the most critical period of operations.
However, the peak hour is not a constant value from day to day or from season to season.
Therefore, it is deceiving to look at peak hours without including weekdays and weekends. To
idenify the cycling peak hours on weekdays and weekends, we accumulated the hourly data over
three years, as shownfingure 5.3.
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Figurel2: Strava hourly cycling activities categorized based on weekdays and weekends.

o

Peak hours on weekdays are different from those on weekends. Also, E2glrews there are

two sets of peak hours on weekdays. The first small peak hour is in the earlygrimtvieen (6

am- 8 am) before working hours, and the second higher peak is from 4 pm and 7 pm after work
hours. Between 9 am and 4 pm, the cycling activities decrease significantly because most people
are working within these hours. Moreover, commute péake almost the same cycling activities
indicating that commute cyclists usually use bikes to transport between home and workplace. Also,
people are more likely to practice their recreational weekday cycling activities early in the morning
before goinga work or after work hours.

On weekends, commuting almost disappears, but recreational cycling activities increase. The
considerable increase in recreational activities indicates that people prefer cycling after working
hours or weekends because of tinexithility. Furthermore, weekend recreational cycling is more
likely to occur within the day between 9 am and 4 pm following a sensible pattern.

Figurel3 demonstrates the recreational and commute cycling peak hours in three years. Also, we
divide cycling ativities depending on the day of the week into weekdays and weekends.
Moreover, we show two peak hours for each day, one in the morning and the second is in the
afternoon.

Figure 13 supports the observations obtained from FigieThe weekday peak hoanalysis

shows that cyclists follow the same patterns for three years; commute peak hours seem to entirely
disappear on weekdays between (971aBpm). Also, recreational peak hours follow the same
pattern with less concentration. On the other hand, weeg@mmute peak hours do not have a
specific pattern compared to the recreational peaks, which are dense between 9 am and 4 pm.
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Figurel3: Cycling peak hours in Nebraska from 2017 to 2019 based on the day of week and trip
purpose. a) commute weekday hours, b) recreational weekday hours, ¢) commute weekend, d)
recreational weekend.

In Figure14, we provide an insight into the difference between recreational and commute trips,
show the cycling activities every day for thigsars between 2017 and 2019. The figure shows
four categories based on the cycling purpose and the day of the week.
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Figure14: Number of cycling activities at peak hours every day between 2017 and 2019.

The number of recreational cycling trips tends to be more than commute cycling. Because of the
nature of commute trip with limited time, cyclists are choosing the fastest route. Therefore, they
are crossing fewer edges, indicating a shorter distance Al§o, the figure indicates that
recreational cycling involves crossing more edges riding for longer distances. Thus, it takes more
time. Moreover, the number of trips in recreational activities tends to be higher at weekends, which
shows another evidencétbe relationship between recreational cycling and time availability.

2.4.2Monthly Data
Strava monthly cycling activities are constructed similarly as the hourly data. The data consists of
edges, nodes, and OD. However, they deliver cycling activisgesnonth on edge level. Also,
because of the c¢ompany éestiomd,ithe mantblydatp ie hareaefiablene nt i
because of the broader time frame. Therefore, we rely on utilizing the monthly data more
frequently compared to the hourly data.
In Figure 15, we aggregated total cycling activities in Nebraska for three consecutive years
between 2017 and 2019.
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Figure15: Monthly cycling trips for three years between 2017 and 2019.

2.4.3Weather and Cycling
The weather has a crucial role in shaping cycling patterns. The outside temperature is the most
dominant weather parameter influencing cycling. Generally, when the temperature rises in spring
and summer, cycling activities increase significantly. The &dwglow shows monthly cycling
patterns and outside temperature for three consecutive years.
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Figurel6: a) Aggregated Monthly cycling activities, b) Monthly average temperature.

Figure 16 indicates that cycling is directly affected by weather temperature. The aggregated
monthly cycling patterns follow temperature patterns affected by changing seasons. Also,
Nebraska usually experiences harsh winters where temperatures fall below zeemveviahe
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region encounters snowstorms and wind chills that create impossible circumstances for biking in
certain days of the year. For instance, looking at the temperature graph, we can see that winter in
2018 and 2019 had a lower average temperaturehvgtojected in lower cycling activities in

these years.

To understand the cycling temperature relationship, we fit a regression model between temperature
and monthly cycling activities. We generate a polynomial regression between temperature and
number monthly cycling activities. We describe the polynomial regression in the following
equation(66):.

U # #O # 0+ EeHQ

Where n is the polynomial degree, linear regression is polynomial regression with a degree of 1.
C is a set of coefficients, and y is the dependent variable we want to predict, in this case, it is the
number of cycling activities. The figure lbes provides a brief explanation of the procedure we
follow to build the polynomial regression.

Counts

Polynomial Equation Visual
Regression a ’

Presentation

Average
Outside
Temperature

Figurel7: Flow chart of the polynomial regression procedure.

The polynomial regression equation that describes the cycling tempesdati@nship:

N s A ~

O AIRMUAMBEEIO;%uv 4A1I PAOAOOOA

The equation shows a quadratic relationship between temperature and the number of monthly
cycling activities obtained from Strava. Moreover, FeglB shows a visual representation of the
relationship between temperature and cycling.
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Figurel8: The relationship between monthly cycling activities and outside temperature for three
years between 2017 and 2019.

Figure18 shows that there is a directly quadratic relationship between both variables. Using the
polynomial regression provides minimized error compared to the linear regression. R2 for this
regression model is 0.92. Also, we measure the accuracy of the modefipnedusing the mean
absolute percentage error, which equals 14% for this model. Consequently, the regression model
suggests that there is a strong relationship between temperature and cycling, which signifies that
temperature and season variation isrien@ry factor influencing cycling in Nebraska. Another
explanation could be that bicycling is weatdependent in Nebraska because there are few
incentives to encourage cycling. Therefore, any disincentives (like weather) have a much more
substantial impet.

Other weather parameters might disturb cycling activities, and the temperature is not the only
factor in the variation of cycling counts. In Figur® we show two outlier observations obtained

by plotting the residuals of the model predictions congpéwehe actual data. The outlier points

are the cycling activities in May 2017 and August 2017. In May, the average temperature
difference does not explain the high number of cycling activities in 2017. Though, the difference
in foggy days and thundersios clearly shows that May 2017 encountered fewer weather
fluctuations compared to 2018 and 2019, which discouraged cycling activities in these periods.
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Figurel9: May cycling and weather relationship. a) May cyclaagivities in three years, b)
average outside temperature. c) the number of foggy days, d) the number of days with
thunderstorms.
In August 2017, the number of cycling activities was higher in 2017 and 2019 compared to 2018,
despite the lower average temperature in 2017. The more moderate cycling activities in 2018 could
be explained by the high temperature making the weather laoitemconvenient for cycling.
Also, other weather parameters can affect cyclists, such as fog and rain. The figure below shows a
decrease in cycling activities in 2018, which encountered higher rainfall rates and more foggy
days.
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Figure20: Comparison of August cycling activities and the relationship with weather. a) cycling
activities in three years, b) Average outside temperature. c) the number of foggy days, d) rainfall
precipitation in August.
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2.4.4SectionSummary
In thissection we showed Strava temporal cycling analysis in Nebraska. The study included three
years of data from 2017 to 2019, which we divided into hourly and monthly data. After conducting
the research, we conclude that the hourly data from Strava follows udfialpagterns, and it
showed that commute cycling increases in the hours before and after work. Also, the data showed
that recreational cycling increases significantly at weekends and after work hours on weekdays.
Moreover, daily peak hours analysis showeat morning and evening commute peak hours tend
to be before and after work hours. However, it showed no distinctive patterns for commute
weekends. Additionally, recreational cycling had a more scattered pattern on weekdays. In
comparison, ishowed a high intensity of peak hours in the middle of the day during weekends.
The peak hours analysis showed that recreational cycling tends to be longer in time and distance.
Unlike commuting cycling that aims to minimize trip time inducing shorteadcss.
Finally, the combined monthly cycling and weather analysis showed that the temperature has a
primary effect on cycling. The polynomial regression demonstrated the quadratic relationship
between cycling and temperature. However, we showed that tetm@eis not the only weather
parameter causing cyclingariance. As an example, we showed that thunderstorms, fog, and rain
also have a precise effect by decreasing cycling activities.
In conclusion, thisectionprovides a piece of evidence to utilizeava data in cycling analysis.
In addition to correlation analysis, the temporal analysis shows that Strava follows the expected
traffic patterns.

2.5 Spatial Analysisof Cycling Data

Temporal analysis is beneficial to understand the bigigéure of cycling patterns and behaviors.
However, it does not provide anyban planning insight. In this sectiowe dive deep into the
types of cycling infrastructure that cyclists use in Nebraska. FRjushows a flow chart of the
procedure we folle to extract and analyze cycling infrastructure effect on cycling.

The goal of this sectiors to investigate the effect of several infrastructure types on cycling
activities. Also, we draw comparisons between existing infrastructures and how it affdictg c

activities.
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Figure21: Flow chart of the spatial analysis operations.
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We use yearly and monthly Strava data for spatial analysis. Additionally, Strava delivers the

Nebraska OSM data for spatial demonstration using GIS software.jéifterg Strava with its

spatial counterpart, we combine Strava and MAPA datasets spatially using QGIS. This process
might be executed manually or by using the intersection algorithm in QGIS. Finally, we use the

combined outcome from QGIS in R, which offerany statistical tools for data analysis.

2.5.1 Exploration of Several Spatial Factors Affecting Cycling
Cycling infrastructure is usually installed to build organized streets that serve all kinds of
transportation methods and provide safety for cycliBt®refore,safe,and convenient cycling
routes encourage people to practice cycling.
In Omaha, cycling infrastructure consists of trails andtoeet infrastructure including bike lanes,
signed bicycle routes, and shared lane marlghaows). Furtherwre, we add streets with bus
stops to the analysis because buses in Omaha offers to carry the bikers and their bicycles on board.
In Figure22, we show a map view of the spatial location of trails andtaet bike infrastructure
in Omaha. We specifidgl use the city of Omaha because MAPA provided the data for us. As a
planning agency in charge of designing streets and cycling routes, the agency is the most trusted
source to get this data.
Figure22.a shows the oeatreet infrastructure in the Greater @ma Area. The infrastructure is
concentrated in the city center near major universities. Near Papillion, which is a small city next
to Omaha, there are bike lanes installed in 2017 and 2018. Furthermore, additional bike lanes in
Bellevue near Bellevue Unavsity. However, most of these bike lanes were installed before 2017.
Because we only have the Strava data from 2017 to 2019, we cannot investigate the changes in
cycling activities after installing the bike lanes in this location.
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Figure22: Map showing the location of a) @atreet infrastructure, b) Trails in Omaha Area.
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We aggregate the average cycling activities for three years based on the infrastructure type. Figure
23 shows a comparison between the average total and commute cycling activities and the
infrastructure type. Because of the discrepancy in the number ef dugween infrastructure

types, we use the average rather than using the total sum. Thus, we calculate the average by
dividing the total Strava count of cycling activities by the number of edges for each type of
infrastructure.

. Average Cycling Trips Average Commute Cycling

3 500

= 400

=

© 300

Caf

_E‘JEDD

© 100

-

3 I H

Trail On Street Bus Mo Infrastructure
Infrastructure Stop

Infrastructure Treatmemt

Figure23: Comparison beteen several cycling infrastructures based on the total and commute
cycling activities in the Greater Omaha Area.

We can see that cyclists prefer trails anestreet cycling infrastructure shoeing cyclists prefer
designated biking infrastructure rathdrah having no infrastructure. Furthermore, commute
analysis shows that estreet cycling infrastructure is the most preferred by cyclists. We explain
this observation by the fact that these infrastructures are usually installed in streets with higher
activities like downtown or near university campuses.

On the other hand, total cycling activities, including commute and recreational cycling, are higher
on trails. These trails are usually isolated from street grids that accommodate automobile drivers.
Thus,the cycling trails become the perfectly safe place for recreational cycling apart from cars
and other disturbances and the second most used routes for commute purposes. Therefore, trails
offer safety and convenience for cycling commuters even with lomgemate distances.

We do not consider bus stops as cycling infrastructures. However, public buses in Omaha provides
the ability for the cyclist to hang their bicycles outside the bus. FRushows an example of a
bicycle rack used on Omaha buses to partscyclists and bikes. Therefore, Fig@Bshows that

roads with bus stops experience higher cycling activities than roads with no infrastructure, which
indicates that installing a bike rack on buses might be useful for cyclists.
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Figure24: Bicycle ack on Omaha Metro buses.

2.52 On-Street Cycling Infrastructure Treatments
On-street cycling infrastructure treatment is mostly linked with bike lanes. These bike lanes are
portions of the street exclusive for cyclists. Bike lanes are solid white markedhat are usually
installed on roads or pavements. Likewise, sharrows are placed on the streets. Unlike bike lanes,
sharrows do not give exclusive portions of the road for cycling purposes, and it only indicates that
bicyclists are permitted on thigne. Another type is bicycle signage or signed routes, which is the
least sophisticated cycling infrastructure. As it only informs cyclists and drivers that cyclists are
permitted using roadside signs. The City of Omaha has installed all three type$ohitoing
years. In this section, we show the effect of each cycling infrastructure on the cycling trips recorded
by Strava users between 2017 and 2019. Figbishows an example picture of each type.

b L ™ ) %
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Figure25: An example of orstreet infrastructures in Omaha. a) Bike lane, b) Sharrows, c)
Signed Routes, and d) No infrastructure.
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Figure 26 shows a flow chart of the procedure followed throughout this section. We manually
connect Strava data with MAPA data caining information about the Gstreet infrastructure

using QGIS, including the type and completion or removal date. Subsequently, we use the most
dynamic location, which comprises diverse types of infrastructure to create comparisons leading
to conclusios regarding the convenience and activity of each infrastructure.
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Figure26: Flow chart of the ostreet cycling infrastructure analysis.

'

Figure 27 shows the latitude and the longitude of several cycling infrastructures in Omaha. We
separate them intditee locations to minimize the variance in population and center of activities
effect on the number of cycling trips. Location 1 is located near the city center of Omaha, which
makes it more likely to encounter higher cycling activities. Moreover, Locatibas different

types of cycling infrastructure, which makes it a better candidate for comparison studies between
the different infrastructures. Additionally, this specific location experienced many changes
throughout the study timespan by adding or remg\cycling infrastructures. Therefore, we
provide a more idepth investigation of this specific area.
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Figure27: Dividing of on-street cycling infrastructure in the Omaha area into three locations.

This area of study has three main cycling infrastructure types, bike lanes, sharrows, and signed
routes. Most of the bike lanes and sharrows were added before 201 Gthehhand, signed
routes were mounted in March 2019. Unlike bike lanes, some of the sharrows were removed and
replaced by signed routes. In Fig@& we show how this area evolved between 2017 and 2019.
We can see in 2019, most of the sharrows weptaced by signed routes, which provides an
opportunity to study the effect of removing sharrows. Also, it provides another chance to explore
the impact of the signed route and compare both cycling infrastructures.

Figure28: The evolution of cycling iinastructure in Omaha between 2017 and 2019.

To provide a more detailed analysis, we use the monthly data from Strava.Z9idp@lew shows
the monthly average cycling trips regardless of the cycling infrastructure type in Location 1. The
cycling activiies show a slight increase in 2019, which might be consideeduse oadding





































































